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ABSTRACT
Climate models are often run at multiple levels of sophistication to balance accuracy and efficiency. Multi-fidelity surrogate modeling reduces the computational cost by fusing different simulation outputs. Cheap data generated from low-fidelity simulators can be combined with limited high-quality data generated by an expensive high-fidelity simulator. Existing methods based on Gaussian processes rely on strong assumptions of the kernel functions and can hardly scale to high-dimensional settings. We propose Multi-fidelity Hierarchical Neural Processes (MF-HNP), a unified neural latent variable model for multi-fidelity surrogate modeling. MF-HNP inherits the flexibility and scalability of Neural Processes. The latent variables transform the correlations among different fidelity levels with varying input and output dimensions. We evaluate MF-HNP on climate modeling, achieving competitive performance in terms of accuracy and uncertainty estimation. In contrast to deep Gaussian Processes [4] with only low-dimensional (< 10) tasks, our method shows great promise for speeding up high-dimensional (over 45,000) complex climate simulations.
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1 INTRODUCTION
Climate models characterize the behavior of the climate system. They use mathematical equations to simulate how energy and matter interact in different parts of the ocean, atmosphere, land. The input describes the properties and environmental conditions for simulation, and the output describes the quantities of interest. Climate models are important tools for improving our understanding and predictability of climate behavior on seasonal, annual, decadal, and centennial time scales.

Climate models can be simulated at multiple levels of sophistication. High-fidelity models produce accurate output at a higher cost, whereas low-fidelity models generate less accurate output at a cheaper cost. To balance the trade-off between computational efficiency and prediction accuracy, multi-fidelity modeling [24] aims to learn a surrogate model that combines simulation outputs at multiple fidelity levels to accelerate learning. Therefore, we can obtain predictions and uncertainty analysis at high fidelity while leveraging cheap low-fidelity simulations for speedup.

Since the pioneering work of Kennedy and Hagan [13] on modeling oil reservoir simulator, Gaussian processes (GPs) [30] have become the predominant tools in multi-fidelity modeling. GPs effectively serve as surrogate models to emulate the output distribution of complex physical systems with uncertainty [17, 26, 37]. However, GPs often struggle with high-dimensional data and require prior knowledge for kernel design. Multi-fidelity GPs also require a nested data structure [25] and the same input dimension at each fidelity level [4], which significantly hinders their applicability in the real world. Therefore, efforts to combine deep learning and GPs have undergone significant growth in machine learning community [5, 29, 31, 38]. One of the most scalable frameworks of such combinations is Neural processes (NP) [7, 8, 15], which is a neural latent variable model.

Unfortunately, existing NP models are mainly designed for single-fidelity data and cannot handle multi-fidelity outputs. While we can train multiple NPs separately, one for each fidelity, this approach fails to exploit the relations among multi-fidelity models governed by the same physical process. Furthermore, models with more fidelity levels require more training data, which leads to higher computational costs. An alternative is to learn the relationship between low- and high-fidelity model outputs and model the correlation function with NP [36]. But this approach always requires paired data at the low- and high-fidelity level. Another limitation is high
dimensionality. The correlation function maps from the joint input-output space of the low-fidelity model to the high-fidelity output, which is prone to over-fitting.

In this work, we propose Multi-Fidelity Hierarchical Neural Process (MF-HNP), the first unified framework for scalable multi-fidelity modeling in neural processes family. Specifically, MF-HNP inherits the properties of Bayesian neural latent variable model while learning the joint distribution of multi-fidelity output. We design a unified evidence lower bound (ELBO) for the joined distribution as training loss.

In summary, our contributions include:

- A novel multi-fidelity surrogate model, Multi-fidelity Hierarchical Neural Processes (MF-HNP). Its unified framework makes it flexible to fuse data with varying input and output dimensions at different fidelity levels.
- A novel Neural Processes architecture with conditional independence at each fidelity level. It fully utilizes the multi-fidelity data, reduces the input dimension, and alleviates error propagation in forecasting.
- Real-world large-scale multi-fidelity application on climate modeling to show competitive accuracy and uncertainty estimation performance.

2 RELATED WORK

Multi-fidelity Modeling. Multi-fidelity surrogate modeling is extensively used in science and engineering fields, from climate science [11, 33] to aerospace systems [2]. The pioneering work of [13] uses GP to relate models at multiple fidelity levels with an autoregressive model. [17] proposed recursive GP with a nested structure in the input domain for fast inference. [26, 27] deals with high-dimensional GP settings by taking Fourier transformation of the kernel function. [25] proposed multi-fidelity Gaussian processes (NARGP) but it assumes a nested structure in the input domain to enable a sequential training process at each fidelity level. One extreme case we include in our experiment is when the data sets at low- and high-fidelity levels are disjoint. None of the high-fidelity data could be used for training, which causes NARGP to fail in this case. Additionally, the prediction error of the low-fidelity model will propagate to high-fidelity output and explode as the number of fidelity levels increases. [37] proposed a Multi-Fidelity High-Order GP model to speed up the physical simulation. They extended the classical Linear Model of Coregionalization (LMC) to nonlinear case and placed a matrix GP prior on the weight functions. Their method is designed for high-dimensional outputs rather than both high-dimensional inputs and outputs. Deep Gaussian processes (DGP) [4] designs a single objective to optimize the kernel parameters at each fidelity level jointly. However, the DGP architecture introduces a constraint that requires the inputs at each fidelity level to be defined by the same domain with the same dimension. Moreover, DGP is still based on GPs, which are not scalable for applications with high-dimensional data. In contrast, NP is flexible and much more scalable.

Deep learning has been applied to multi-fidelity modeling. For example, [9] uses deep neural networks to combine parameter-dependent output quantities. [22] propose a composite neural network for multi-fidelity data from inverse PDE problems. [21] propose Bayesian neural nets for multi-fidelity modeling. [6] use transfer learning to fine-tune the high-fidelity surrogate model with the deep neural network trained with low-fidelity data. [4, 10] propose deep Gaussian process to capture nonlinear correlations between fidelities, but their method cannot handle the case where different fidelities have data with different dimensions. Tangentially, multi-fidelity methods have also recently been investigated in Bayesian optimization, active learning, and bandit problems [12, 18, 19, 28].

Neural Processes. Neural Processes (NPs) [7, 14, 20, 32] provide scalable and expressive alternatives to GPs for modeling stochastic processes. However, none of the existing NP models can efficiently incorporate multi-fidelity data. Earlier work by [29] combines multi-fidelity GP with deep learning by placing a GP prior on the features learned by deep neural networks. Their model, however, remains closer to GPs. Quite recently, [36] proposed multi-fidelity neural process with physics constraints (MFPC-Net). They use NP to learn the correlation between multi-fidelity data by mapping both the input and output of the low-fidelity model to the high-fidelity model output. But their model requires paired data and cannot utilize the remaining unpaired data at the low-fidelity level.

3 BACKGROUND

3.1 Mutli-Fidelity Modeling

Formally, given input domain $\mathcal{X} \subseteq \mathbb{R}^{d_x}$ and output domain $\mathcal{Y} \subseteq \mathbb{R}^{d_y}$, a model is a (stochastic) function $f : \mathcal{X} \to \mathcal{Y}$. Evaluations of $f$ incur computational costs $c > 0$. The computational costs $c$ are much higher at higher fidelity level. Therefore, we assume that a limited amount of expensive high-fidelity data is available for training. In multi-fidelity modeling, we have a set of functions $\{f_1, \ldots, f_k\}$ that approximate $f$ with increasing accuracy and computational cost. We aim to learn a surrogate model $\hat{f}_K$ that combines information from low-fidelity models with a small amount of data from high-fidelity models.

Given parameters $x_k$ at fidelity level $k$, we query the simulator to obtain data set from different scenarios $\mathcal{D}_k \equiv \{x_{k,i}, \{y_{k,i}\}_{i=1}^{S}\}_{i=1}^{M_k}$, where $\{y_{k,i}\}_{i=1}^{S}$ are $S$ samples generated by $f_k(x_{k,i})$ for scenario $i$. We aim to learn a deep surrogate model that approximates the data distribution $p(y_{k,i}^{1:S} | x_{k,i}, \mathcal{D}_1, \mathcal{D}_2, \ldots, \mathcal{D}_K)$ at the highest fidelity level $K$ over the target set $y_K$, given context sets at different fidelity levels $\mathcal{D}_k \subset \mathcal{D}_K$ and the corresponding $x_K$.

For simplicity, we use two levels of fidelity, but our framework can be generalized easily. Let us denote the low-fidelity data as $\mathcal{D}_l \equiv \{x_{l,i}, \{y_{l,i}\}_{i=1}^{S}\}_{i=1}^{M_l}$ and high-fidelity data as $\mathcal{D}_h \equiv \{x_{h,i}, \{y_{h,i}\}_{i=1}^{S}\}_{i=1}^{M_h}$. If $\mathcal{D}_h \subset \mathcal{D}_l$, the data domain has the nested structure. If $\mathcal{D}_h = \mathcal{D}_l$, we say the low- and high-fidelity data sets are paired. Low-fidelity data can be split into context sets $\mathcal{D}^c_l \equiv \{x_{l,m}^{1:S}, \{y_{l,m}\}_{i=1}^{S}\}_{i=1}^{M_l}$ and target sets $\mathcal{D}^t_l \equiv \{x_{l,m}^{1:S}, \{y_{l,m}\}_{i=1}^{S}\}_{i=1}^{M_l}$. Similarly, high-fidelity data can be split into context sets $\mathcal{D}^c_h \equiv \{x_{h,n}^{1:S}, \{y_{h,n}\}_{i=1}^{S}\}_{i=1}^{M_h}$ and target sets $\mathcal{D}^t_h \equiv \{x_{h,n}^{1:S}, \{y_{h,m}\}_{i=1}^{S}\}_{i=1}^{M_h}$.
3.2 Neural Processes

Neural processes (NPs) [8] are the family of conditional latent variable models for implicit stochastic processes (SPs) [35]. NPs are in between GPs and neural networks (NNs). Like GPs, NPs can represent distributions over functions and estimate the uncertainty of the predictions. But they are more scalable in high dimensions and can easily adapt to new observations. According to Kolmogorov Extension Theorem [23], NPs meet exchangeability and consistency conditions to define SPs. Formally, NP includes local latent variables $z \in \mathbb{R}^{d z}$ and global latent variables $\theta$ and is trained by the context triangles to define $\mathcal{D} = \{x^n_s, y^n_s\}_{s=1}^S \cup \{x^n_m, y^n_m\}_{s=1}^M$. Learning the posterior of $z$ and $\theta$ is equivalent to maximizing the following posterior likelihood:

$$p(z,\theta | D) = \prod_{s=1}^S \int p(z_s | x_s, \phi_s, \theta) p(y_s | z_s, x_s, \phi_s, \theta) dz_s$$

We omit the sample index $s$ in what follows.

Approximate Inference. Since marginalizing over the local latent variables $z$ is intractable, the NP family [8, 15] introduces approximate inference on latent variables and derives the corresponding evidence lower bound (ELBO) for the training process:

$$\log p(y_{1:M}^t | x_{1:M}^t, \mathcal{D}^c, \theta) = \mathbb{E}_{q_\phi(z|\mathcal{D}^c \cup \mathcal{D}^r)} \left[ \log \frac{p(y_{1:M}^t | z, x_{1:M}^t, \phi_s, \theta) q_\phi(z|\mathcal{D}^c)}{q_\phi(z|\mathcal{D}^c \cup \mathcal{D}^r)} \right]$$

Note that this variational approach approximates the intractable true posterior $p(z|\mathcal{D}^c, \theta)$ with the approximate posterior $q_\phi(z|\mathcal{D}^c)$. This approach is also an amortized inference method as the global parameters $\phi$ are shared by all context data points. It is efficient during the test time (no per-data-point optimization) [34].

NPs use NNs to represent $q_\phi(z|\mathcal{D}^c)$ and $p(y_{1:M}^t | z, x_{1:M}^t, \theta)$, $q_\phi$ is referred as the encoder network (Enc, determined by parameters $\phi$), $p(.,|\theta)$ is referred as the decoder network (Dec, determined by parameters $\theta$). These two networks assume that the latent variable $z$ and outputs $y$ follow the factorized Gaussian distribution determined by mean and variance.

$$q_\phi(z|\mathcal{D}^c) = N(z|\mu_z, \sigma_z^2)$$

$$\mu_z = \text{Enc}_{\mu_\phi}(\mathcal{D}^c), \quad \sigma_z^2 = \text{Enc}_{\sigma_\phi}(\mathcal{D}^c)$$

$$p(y_m^t | z, x_m^t, \theta) = N(y_m^t | \mu_y, \sigma_y^2)$$

$$\mu_y = \text{Dec}_{\mu_\phi}(z, x_m^t), \quad \sigma_y^2 = \text{Dec}_{\sigma_\phi}(z, x_m^t)$$

Context Aggregation. Context aggregation aggregates all context points $\mathcal{D}^c$ to infer latent variables $z$. To meet the exchangeability condition, the context information acquired by NPs should be invariant to the order of the data points. Garnelo et al. [7, 8], Kim et al. [14] use mean aggregation (MA). They map the data pair $(x^n_s, y^n_s)$ to a latent representation $r_n = \text{Enc}_{r_\phi}(x^n_s, y^n_s) \in \mathbb{R}^{d_r}$, then apply the mean operation to the entire set $(r^n_M)_{M=1}^M$ to obtain the aggregated latent representation $\bar{r}$. $\bar{r}$ can be mapped to $\mu_z$ and $\sigma_z^2$ to represent the posterior $q_\phi(z|\mathcal{D}^c)$ with an additional neural network encoder. MA uses two encoder networks. $\text{Enc}_{r_\phi}(x^n_s, y^n_s) \in \mathbb{R}^{d_r}$ maps the data pair $(x^n_s, y^n_s)$ to $r_n$ for context aggregation. $\text{Enc}_{r_\phi}(\bar{r}) \in \mathbb{R}^{d_r}$ maps $\bar{r}$ to $\mu_z$ and $\sigma_z^2$ for latent parameter inference.

Volpp et al. [34] proposed Bayesian aggregation (BA), which merges these two steps. They define a probabilistic observation model $p(r|z)$ for $r$ dependent on $z$, and update $p(z)$ posterior using the Bayes rule $p(r|z) = p(r|z)p(z)/p(r)$ given latent observation $r_n = \text{Enc}_{r_\phi}(x^n_s, y^n_s)$. The corresponding factorized Gaussian for the inference step:

$$p(r^n_M) = N(r^n_M | \mu_z, \sigma_z^2)$$

$$\mu_z = \text{Enc}_{\mu_\phi}(x^n_s, y^n_s)$$

$$\sigma_z^2 = \text{Enc}_{\sigma_\phi}(x^n_s, y^n_s)$$

They use a factorized Gaussian prior $p_0(z) = N(z|\mu_{z,0}, \sigma_{z,0})$ to derive the parameters of posterior $q_\phi(z|\mathcal{D}^c)$

$$\sigma_z^2 = \left( \sigma_{z,0}^2 + \sum_{n=1}^N (r_n - \mu_z^2) \right) / N$$

$$\mu_z = \mu_{z,0} + \sigma_z^2 \sum_{n=1}^N (r_n - \mu_z) \sigma_{z,0}^2$$

Compared with MA, which treats every context sample equally, BA uses the observation variance $\sigma_z^2$ to weight the importance of
each latent representation $r_n$. BA also represents a permutation-invariant operation on $D^c$.

### 3.3 Single-Fidelity Neural Processes (SF-NP)

A simple way to apply NP to the multi-fidelity problem is to train NP only using the data at high-fidelity level only assuming it is not correlated with the data at the low-fidelity level. We name it as Single-Fidelity Neural Processes baseline (SF-NP). During the training process, the high-level training data can be randomly split into context set $D_h^c$ and target set $D_h^t$. We use the corresponding evidence lower bound (ELBO) as the training loss function:

$$
\log p(y_{h,1:M}^t|x_{h,1:M}^t, D_h^c, \theta) \geq \mathbb{E}_{q_\theta(z|D_h^c \cup D_h^t)} \left[ \sum_{m=1}^M \log p(y_{h,m}^t|x_{h,m}^t, \theta) + \log \frac{q_\theta(z|D_h^t)}{q_\theta(z|D_h^c \cup D_h^t)} \right]
$$

where $p(\theta)$ is a decoder in a neural network and $q_\theta$ indicates a encoder to infer the latent variable $z$.

### 3.4 Multi-Fidelity Neural Processes (MF-NP)

Multi-Fidelity Neural Processes (MF-NP) [36] assume a comprehensive correlation between multi-fidelity models $y_h$ and $y_l$ can be represented as:

$$y_h(x) = G(y_l(x)) + \delta(x),$$

where $G$ is a nonlinear function mapping the low-fidelity data to high-fidelity data, and $\delta(x)$ is space dependent bias between fidelity levels. To train MF-NP model, we take data pairs $(x, y_l(x))$ as the input to predict the corresponding $y_h(x)$. The corresponding context sets $D_h^c \equiv \{x_{h,n}, y_{l,n}^t, y_{h,n}^c\}_{n=1}^{N_f}$ and target sets $D_h^t \equiv \{y_{h,1:M}^t, y_{l,1:M}^l\}_{m=1}^{M_f}$. The ELBO for the training process is:

$$
\log p(y_{h,1:M}^t|x_{h,1:M}^t, y_{l,1:M}^l, D_h^c, \theta) \geq \mathbb{E}_{q_\theta(z|D_h^c \cup D_h^t)} \left[ \sum_{m=1}^M \log p(y_{h,m}^t|x_{h,m}^t, \theta) + \log \frac{q_\theta(z|D_h^t)}{q_\theta(z|D_h^c \cup D_h^t)} \right]
$$

Since this method requires $(x, y_l(x), y_h(x))$ for input and output, it can not fully utilize the training data at low-fidelity level which $y_h(x)$ is unknown. Furthermore, MF-NP requires a nested data structure, which means the training inputs of high-fidelity level need to be a subset of the training inputs of low-fidelity level. On the contrary, if the training inputs at the different fidelity level are disjoint, no data set can be used for training.

### 4 METHODOLOGY

In this section, we introduce our proposed Multi-fidelity Hierarchical Neural Processes (MF-HNP) model in three subsections. The first section discusses the unique architecture of hierarchical neural processes for the multi-fidelity problem. Then, we develop the corresponding approximation inference method with a unified ELBO. Finally, we introduce 3 ELBO variants for scalable training.

#### 4.1 Multi-fidelity Hierarchical Neural Processes

Our high-level goal is to train a deep surrogate model to mimic the behavior of a complex stochastic simulator at the highest fidelity level. MF-HNP inherits the properties of Bayesian neural latent variable model while learning the joint distribution of multi-fidelity output. It adopts a single objective function for multi-fidelity training. It reduces the input dimension and alleviates error propagation by introducing the hierarchical structure in the dependency graph.

Figure 1 compares the graphical model of MF-HNP with Multi-fidelity Neural Process (MF-NP) [36] and Single-Fidelity Neural Process (SF-NP). SF-NP assumes that the high-fidelity data is independent of the low-fidelity data and reduces the model to vanilla NP setting. MF-HNP assigns latent variables $z_l$ and $z_h$ at each fidelity level. The prior of $z_h$ is conditioned on $z_l$, parameterized by a neural network. We use Monte Carlo (MC) sampling method to approximate the posterior of $z_l$ and $z_h$ to calculate the ELBO.

One key feature of MF-HNP is that the model outputs at each fidelity level are conditionally independent given the corresponding latent state. This design transforms the correlations between fidelity levels from the input and output space to the latent space. Specifically, compared with MF-NP where $y_h$ depends on $(x_h, y_l)$ input pairs given $z_l$, $y_h$ only depends on input $x_l$ given $z_l$ in MF-HNP. It helps MF-HNP to significantly reduce the high-fidelity input dimension. In addition, local latent variables at each level of fidelity enable MF-HNP to perform both inference and generative modeling separately at each fidelity level. It means MF-HNP can fully utilize the low-fidelity data and is applicable to arbitrary multi-fidelity data sets. As MF-HNP can reduce the input dimension and fully utilize the training data, its prediction performance is significantly improved with limited training data.

Note that in two fidelity setup, MF-HNP is related to Doubly Stochastic Variational Neural Process (DSVN) model proposed by Wang and Van Hoof [35] which introduces local latent variables together with the global latent variables. Different from DSVNP, MF-HNP gives latent variables with separable representations. $z_l$, $z_h$ represent the low- and high-fidelity functional, respectively.

#### 4.2 Unified ELBO

We design a unified ELBO based on the model architecture of MF-HNP. Unlike vanilla NPs, we need to infer the latent variables $z_l$ and $z_h$ at each fidelity level instead of the global $z$. Therefore, we use two encoders $q_{\phi_l}(z_l|D^l)$, $q_{\phi_h}(z_h|D^h)$, and two decoders $p(y^t_l|z_l, x^t_l, \theta_l)$, $p(y^t_h|z_h, x^t_h, \theta_h)$ for the two-fidelity level setup. These four networks approximate the distributions of the latent variables $z_l$, $z_h$ and outputs $y_l$ and $y_h$. Assuming factorized Gaussian distribution, we can parameterize the distributions by their mean and variance.

$$q_{\phi_l}(z_l|D^l) = N(z_l|\mu_{z_l}, \text{diag}(\sigma_{z_l}^2))$$
$$q_{\phi_h}(z_h|D^h) = N(z_h|\mu_{z_h}, \text{diag}(\sigma_{z_h}^2))$$
$$p(y^t_l|z_l, x^t_l, \theta_l) = N(y^t_l|\mu_{y^t_l}, \text{diag}(\sigma_{y^t_l}^2))$$
$$p(y^t_h|z_h, x^t_h, \theta_h) = N(y^t_h|\mu_{y^t_h}, \text{diag}(\sigma_{y^t_h}^2))$$

where
we use Monte Carlo (MC) sampling to optimize the following objective function:

\[ \mathcal{L}_{\text{MC}} = \frac{1}{K} \sum_{k=1}^{K} \left[ \frac{1}{S} \sum_{s=1}^{S} \log p(y_s^f | x_s^f, z_s^h, z_l^f, z_l^h) \right] 
- \text{KL}[q(z_h | z_l^h, D_h^f, D_h^l) \| p(z_h | z_l^h, D_h^f)] 
+ \frac{1}{K} \sum_{k=1}^{K} \log p(y_s^f | x_s^f, z_l^k) - \text{KL}[q(z_l | D_l^f, f_D^l) \| p(z_l | D_l^f)] \]

where the latent variables \( z_l^k \) and \( z_s^h \) are sampled by \( q_{\phi_l}(z_l | D_l^f) \) and \( q_{\phi_h}(z_h | D_h^f) \) respectively. This standard MC sampling method requires nested sampling. For data sets with multiple fidelity levels, it is computationally challenging.

An alternative way is to use ancestral sampling [35] (denoted by MF-HNP(AS)) for scalable training and write the estimation as:

\[ \mathcal{L}_{\text{AS}} = \frac{1}{S} \sum_{s=1}^{S} \left[ \log p(y_s^f | x_s^f, z_s^h, z_l^f, z_l^h) \right] 
- \text{KL}[q(z_h | z_l^h, D_h^f, D_h^l) \| p(z_h | z_l^h, D_h^f)] 
+ \frac{1}{K} \sum_{k=1}^{K} \log p(y_s^f | x_s^f, z_l^k) - \text{KL}[q(z_l | D_l^f, f_D^l) \| p(z_l | D_l^f)] \]

(2)

We also design two different techniques to infer \( z_h \) using either low-level mean of latent variables \( \mu_h \) (denoted by MF-HNP(MEAN)) or both low-level mean and standard deviation \((\mu_h, \sigma_h^2)\) (denoted by MF-HNP(MEAN,STD)). The corresponding ELBOs are:

\[ \mathcal{L}_{\mu} = \frac{1}{S} \sum_{s=1}^{S} \log p(y_s^f | x_s^f, z_s^h, \mu_h) \]

\[ - \text{KL}[q(z_h | \mu_h, D_h^f, D_h^l) \| p(z_h | \mu_z, D_h^f)] 
+ \frac{1}{K} \sum_{k=1}^{K} \log p(y_s^f | x_s^f, z_l^k) - \text{KL}[q(z_l | D_l^f, f_D^l) \| p(z_l | D_l^f)] \]

(3)

\[ \mathcal{L}_{\mu, \sigma} = \frac{1}{S} \sum_{s=1}^{S} \log p(y_s^f | x_s^f, z_s^h, \mu_h, \sigma_h^2) \]

\[ - \text{KL}[q(z_h | \mu_h, \sigma_h, D_h^f, D_h^l) \| p(z_h | \mu_z, \sigma_z, D_h^f)] 
+ \frac{1}{K} \sum_{k=1}^{K} \log p(y_s^f | x_s^f, z_l^k) - \text{KL}[q(z_l | D_l^f, f_D^l) \| p(z_l | D_l^f)] \]

(4)

We include Equation 2, Equation 3, and Equation 4 as the training loss functions for ablation study. The comparison of different NP models including SF-NP, MF-NP, MF-HNP variants for high-fidelity level inference and output generation is shown in Table 1.
Gaussian Processes (SF-GP) which assumes that the data are independent at each fidelity level.

- NP baselines include single-fidelity Neural Processes (SF-NP) and multi-fidelity Neural Processes (MF-NP) [36].
- For our proposed MF-HNP model, we provide 3 variants to approximate inference for ablation study, including inference by low-level mean of latent variables (MF-HNP(MEAN)), low-level mean and standard deviation of latent variables (MF-HNP(MEAN,STD)), and ancestral sampling method (MF-HNP(AS)). Details have been discussed in Section 4.3.

For NP models, we also consider two different context aggregation methods discussed in Section 3.2, including mean context aggregation and Bayesian context aggregation. Both are applied to generate latent variables at each fidelity level. For NARGP and MF-NP baseline, they only work for the data with nested data structure based on their model architecture and assumption [25]. For MF-NP, it requires both low-fidelity simulation output as high-fidelity input as model input. Therefore, we assume y is known for the validation and test set for MF-NP, which means MF-NP requires more data compared with MF-HNP and other baselines.

We report the mean absolute error (MAE) for accuracy estimation. For uncertainty estimation, we use mean negative log-likelihood (NLL). For age-stratified Susceptible-Infectious-Recovered (AS-SIR) experiment, we perform a log transformation on the number of infections in the output space to deal with the long-tailed distribution. NLL for AS-SIR experiment is calculated in the log space, while MAE is calculated in the original space. For climate modeling experiment, both NLL and MAE are measured in the original space. We calculate NLL based on the Gaussian distribution. NLL for AS-SIR experiment is calculated in the log space, while MAE is calculated in the original space. For uncertainty estimation, we use mean negative log-likelihood (NLL). For age-stratified Susceptible-Infectious-Recovered (AS-SIR) experiment, we perform a log transformation on the number of infections in the output space to deal with the long-tailed distribution. NLL for AS-SIR experiment is calculated in the log space, while MAE is calculated in the original space. We calculate NLL based on the Gaussian distribution. NLL for AS-SIR experiment is calculated in the log space, while MAE is calculated in the original space. For climate modeling experiment, both NLL and MAE are measured in the original space. We calculate NLL based on the Gaussian distribution.

We test our method on the multi-fidelity climate dataset provided by Hosking [11]. The dataset includes low-fidelity and high-fidelity climate model temperature simulations over a region in Peru. The left part of Figure 2 shows the region of interest.

**Dataset.** The low-fidelity data is generated by low-fidelity Global Climate Model with spatial resolution 14 × 14 [16]. The high-fidelity data is generated by high-fidelity Regional Climate Model [1] with spatial resolution 87 × 87. The example is shown in Figure 2. Both include monthly data from 1980 to 2018 over the same region (latitude range: (−7.5, −10.7), longitude range: (280.5, 283.7)).

The task is to use 6 month data as input to generate the next 6 month predictions as output. We randomly split 119 scenarios for training candidate set, 50 scenarios for validation set, and 50 scenarios for the test set at both fidelity level. In the nested dataset case, we first randomly select 87 scenarios from the training candidate set as the training set at low-fidelity level, then randomly select 32 scenarios from them as the training set at high-fidelity level. In the non-nested data set case, we randomly split 87 scenarios as the training set at low-fidelity level and 32 scenarios as the training set at high-fidelity level. The validation and test set are both at high-fidelity level.

**Performance Analysis.** Table 2 compares the prediction performance for 2 GP methods and 10 NP methods to predict the next 6 month temperature based on the past 6 month temperature data. The performance is reported in MAE and NLL. The results of this task are consistent with what we found in SIR infection prediction task. MF-HNP has significantly better performance compared with either GP or NP baselines. But this time MF-HNP(MC)-BA is the most accurate one with or without nested data structure. Considering both MAE and NLL, we still recommend using MF-HNP(MC)-BA and MF-HNP(MEAN)-BA.

Figure 3 is the visualization of predictions among the best MF-HNP variant, GP and NP baselines on a randomly selected scenario in the test set. To highlight the performance difference, we visualize the residual between the predictions and the truth from 1 to 6 month ahead predictions. Higher value means lower accuracy. It can be found that MF-HNP outperforms all the baselines for each month predictions.

6 CONCLUSION & LIMITATION

We propose Multi-Fidelity Hierarchical Neural Process (MF-HNP), the first unified framework for scalable multi-fidelity surrogate modeling in the neural processes family. Our model is more flexible and scalable compared with existing multi-fidelity modeling approaches. Specifically, it no longer requires a nested data structure for training and supports varying input and output dimensions at different fidelity levels. Moreover, the latent variables introduce conditional independence for different fidelity levels, which alleviates the error propagation issue and improves the accuracy and uncertainty estimation performance. We demonstrate the superiority of our method on the real-world large-scale multi-fidelity application for temperature forecasting from different climate models.

Regarding future work, it is natural to extend our multi-fidelity Hierarchical Neural Process to active learning setup. Instead of passively training the neural processes, we can proactively query the simulator, gather training data, and incrementally improve the surrogate model performance.
### Table 2: Prediction performance comparison on climate data sets.

<table>
<thead>
<tr>
<th>Method</th>
<th>MAE (nested)</th>
<th>NLL (nested)</th>
<th>MAE (non-nested)</th>
<th>NLL (non-nested)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SF-GP</td>
<td>0.91 ± 0.365</td>
<td>2.288 ± 0.004</td>
<td>0.91 ± 0.365</td>
<td>2.288 ± 0.004</td>
</tr>
<tr>
<td>NARGP</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>SF-NP-MA</td>
<td>0.778 ± 0.01</td>
<td>1.489 ± 0.026</td>
<td>0.778 ± 0.01</td>
<td>1.489 ± 0.026</td>
</tr>
<tr>
<td>MF-NP-MA</td>
<td>0.902 ± 0.005</td>
<td>1.889 ± 0.012</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>MF-HNP(MEAN)-MA</td>
<td>0.765 ± 0.004</td>
<td>1.535 ± 0.059</td>
<td>0.788 ± 0.029</td>
<td>1.666 ± 0.174</td>
</tr>
<tr>
<td>MF-HNP(MEAN,STD)-MA</td>
<td>0.773 ± 0.011</td>
<td>1.592 ± 0.057</td>
<td>0.768 ± 0.027</td>
<td>1.607 ± 0.089</td>
</tr>
<tr>
<td>MF-HNP(AS)-MA</td>
<td>0.758 ± 0.024</td>
<td>1.578 ± 0.079</td>
<td>0.769 ± 0.02</td>
<td>1.594 ± 0.098</td>
</tr>
<tr>
<td>SF-NP-BA</td>
<td>0.751 ± 0.052</td>
<td>1.546 ± 0.133</td>
<td>0.751 ± 0.052</td>
<td>1.546 ± 0.133</td>
</tr>
<tr>
<td>MF-NP-BA</td>
<td>0.954 ± 0.019</td>
<td>1.909 ± 0.028</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>MF-HNP(MEAN)-BA</td>
<td>0.706 ± 0.049</td>
<td>1.549 ± 0.164</td>
<td>0.714 ± 0.027</td>
<td>1.58 ± 0.061</td>
</tr>
<tr>
<td>MF-HNP(MEAN,STD)-BA</td>
<td>0.717 ± 0.045</td>
<td>1.606 ± 0.106</td>
<td>0.695 ± 0.03</td>
<td>1.548 ± 0.068</td>
</tr>
<tr>
<td>MF-HNP(AS)-BA</td>
<td>0.678 ± 0.026</td>
<td>1.506 ± 0.027</td>
<td>0.68 ± 0.009</td>
<td>1.58 ± 0.012</td>
</tr>
</tbody>
</table>
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